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SOME EFFECTS OF INTERTRIAL-INTERVAL
DURATION ON DISCRETE-TRIAL CHOICE
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Pigeons were trained in Experiment 1 on a discrete-trial concurrent variable-interval (VI) 1-min VI
3-min schedule, and in Experiment 2 on a discrete-trial concurrent VI 1.5-min VI 1.5-min schedule.
In each experiment, the intertrial-interval durations (ITIs) were 0 s, 6 s, 22 s, and 120 s, and the
schedules were both independent and interdependent. The purpose of the research was to deter-
mine whether lengthening the ITI would disrupt any local control that existed, measured with re-
spect to relative response rate and changeover probability. In Experiment 1, with the independent
schedules, both preference and obtained relative reinforcement rate approximated .75 at short ITIs,
but then decreased toward .50 with longer ITIs. With interdependent schedules, both preference
and obtained relative reinforcement rate approximated .75 at all ITIs. In both experiments, with
both independent and interdependent schedules, changeover probabilities for each response in a
sequence of up to five successive responses to a given schedule were variable for individual birds.
The average changeover probabilities for all birds suggested perseveration rather than a systematic
increase within a given ITI or a systematic trend toward chance responding as ITI duration increased.
Finally, the changeover functions did not differ when a sequence of responses was calculated to
begin anew after reinforcement rather than with the first response on a schedule. Taken together,
the data were inconsistent with a theory holding that only local processes underlie choice in discrete-
trial procedures.

Key words: changeover probability, concurrent variable interval variable interval, molar, molecular,
discrete trials, key peck, pigeons

In a seminal investigation, Herrnstein
(1961) presented pigeons with a choice be-
tween several pairs of concurrently available
variable-interval (VI) schedules of reinforce-
ment. He found that the proportion of re-
sponding on a schedule approximately
equaled, or matched, the proportion of re-
inforcers obtained on that schedule. Al-
though perhaps not as general as first
thought, this relation, known as matching, has
nevertheless been observed over the years in
many settings with many procedural varia-
tions (see reviews by Baum, 1979; deVilliers,
1977; Williams, 1988).

One of the central empirical and theoreti-
cal questions over the ensuing years is why
matching occurs. Two general approaches
have become popular. One approach, often
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associated with the use of the term molar,
holds that matching is nothing less than a
fundamental property of behavior manifested
through the analysis of an organism’s behav-
ior across relatively large units of time. The
assumption is that the order found at this lev-
el of analysis among overall rate of respond-
ing, overall time spent responding, overall
rate of reinforcement obtained from a sched-
ule, and other molar dimensions of behavior
that occur during an experimental session
makes an appeal to explanatory phenomena
at any other level of analysis unnecessary. In
particular, any possible determinants of be-
havior that occurs at the time of each choice
response are to be regarded as incidental,
and there should be few if any sequential pat-
terns in the behavior generated on the sched-
ules. In short, this position argues on both
theoretical and methodological grounds that
a relatively large-scale level of analysis is all
that is ever required to adequately explain
the distribution of choice responding on con-
current schedules of reinforcement. Al-
though specific details may differ as the ap-
proach has evolved, this general sort of
approach has been championed by Herrn-
stein (1961, 1970) and Baum (1981), among
others (e.g., see Herrnstein & Vaughan, 1980;
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Mazur, 1981; Vaughan, 1981; for related treat-
ments of the question).

A second theoretical approach as to why
subjects match on concurrent schedules, of-
ten associated with the use of the term molec-
ular, appeals to smaller scale or local process-
es. One well-known example, advanced by
Shimp (1966), is called momentary maximiz-
ing. According to this approach, subjects sim-
ply choose whichever schedule is associated
with the higher probability of reinforcement
at the moment of the choice opportunity.
This approach is explicitly concerned with
temporal variables such as sequences of im-
mediately prior responses, current local prob-
abilities of reinforcement, pauses between re-
sponses, and other factors acting at the time
of each choice response, rather than overall
relations. When matching occurs, it is regard-
ed as an artifact of factors acting at the local
level, and therefore as entirely reducible to
local factors. Certain procedural variables
may obscure this fact and make matching ap-
pear to be an emergent property of behavior,
but to assume that matching is a fundamen-
tal, emergent property of behavior is an er-
ror. In any case, momentary maximizing
holds that choice on concurrent schedules,
whether matching occurs or not, is most ap-
propriately analyzed at the level of individual
choice responses to determine the local var-
iables that control behavior (Shimp, 1982; see
also Hinson & Staddon, 1983; Silberberg,
Hamilton, Ziriax, & Casey, 1978).

As suggested in the short review above, one
way of distinguishing whether a large- or
small-scale approach is more fruitful in the
analysis of choice and matching is to deter-
mine whether the choice responding mani-
fests any sort of sequential pattern. In brief,
if an analysis of the responding does reveal a
sequential pattern, then a small-scale ap-
proach is supported. If it does not, then a
large-scale approach is supported. In an early
study following this line of reasoning, Shimp
(1966) thoroughly analyzed pigeons’ choice
behavior at the level of individual responses
and argued that the probability of a choice
response on a given schedule depended on
the immediately preceding sequence of re-
sponses and the consequences of those re-
sponses. He argued that this sequence served
as a cue that indicated the momentary prob-
ability of reinforcement on each schedule,

which then guided the distribution of re-
sponding.

Another form of sequential analysis con-
cerns the changeover function. This function
presents the probability of a changeover at
each response in a sequence of successive re-
sponses to a given schedule. Following the es-
tablished convention, the sequence of succes-
sive responses to a schedule will be referred
to as run length. Changeover probability is cal-
culated by dividing the number of times the
subject emitted N successive responses on a
given schedule by the number of runs of
length N or longer (i.e., by the number of
times the subject emitted N or more succes-
sive responses on that schedule; see Heyman,
1979; Silberberg & Williams, 1974, p. 320, for
further details on this method of analysis). In
brief, if the slope of the resulting function is
positive, then local processes are implicated.
If the function is flat, then large-scale pro-
cesses are all that is necessary to explain the
data. For example, Nevin (1969) specifically
examined the issues raised by Shimp (1966)
and the momentary maximizing hypothesis
with regard to patterns of responding and the
probability of changing over from one sched-
ule to another as a function of run length.
Nevin found matching at the molar level, but
the distribution of individual choice respons-
es did not reflect the momentary reinforce-
ment probabilities associated with each
schedule. In fact, Nevin (1979) reanalyzed his
own earlier data and found that, if anything,
there was a slight tendency towards persev-
eration. Perseveration is the tendency to per-
sist in responding on the same schedule, and
is ordinarily manifested as a negative slope to
the changeover function. This outcome was
exactly opposite that predicted by a molecu-
lar account emphasizing momentary maxi-
mization. In any event, Nevin concluded that
matching was an emergent property of be-
havior over sessions, and that the momentary
probability of reinforcement associated with
each schedule on a given trial did not affect
individual choice responses.

Subsequently, Heyman (1979) examined
the probability of a changeover as a function
of run length on three pairs of free-operant
concurrent VI VI schedules. As had Nevin
(1979), Heyman found an essentially con-
stant probability of a changeover as a func-
tion of run length. In fact, his data could be
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reasonably well described by a simple Markov
process. These data were clearly inconsistent
with molecular maximizing and more in
keeping with molar approaches.

Finally, Williams (1985) also examined
changeover probability in a discrete-trial con-
current VI variable-ratio (VR) schedule with
rats as subjects. He observed no correspon-
dence between the probability of a change-
over to the VI schedule and the time since
the last response to the VI alternative, which
was presumably correlated with an increase in
the probability of reinforcement associated
with the VI alternative. Again, these data do
not support an interpretation emphasizing lo-
cal processes.

However, other studies of changeover prob-
ability have found contrasting results. For ex-
ample, Silberberg and Williams (1974) ex-
amined Nevin’s (1969) study and cited
certain procedural aspects of his research
that may account for his findings. Silberberg
and Williams noted that Nevin employed a
discrete-trial procedure with a formal inter-
trial interval (ITI). The ITI procedure con-
sisted of turning off the keylights for a spec-
ified interval (e.g., 6 s), a lights-out period,
after a response was made. Thus, each choice
response represented a discrete trial that was
separated from those preceding and follow-
ing by a lights-out period. If a reinforcer was
made available on one of the schedules, a re-
sponse produced the reinforcer followed by
an ITI. If a response was made to a schedule
for which a reinforcer was not available, an
ITI followed immediately. Responses during
the ITI were never reinforced, although the
concurrent VI VI schedules continued to
time toward reinforcement.

Silberberg and Williams (1974) noted that
no experimenter-controlled ITI was explicitly
imposed on Shimp’s (1966) subjects; those
subjects could pause for any duration after
each response. Thus, the ‘‘relatively longer
time [in Nevin’s procedure] between succes-
sive choices . . . [may have] minimized the
conspicuousness of the consequences of dif-
ferent response strategies’’ (p. 316). In par-
ticular, they argued that in Nevin’s (1969)
study, the ITIs were sufficiently long to inter-
fere with the control exerted by the loci of
previous discrete-trial responses, and as a re-
sult random errors intruded. Matching was
obtained, however, because the subjects were

responding in accord with a momentary max-
imizing strategy when the contingencies were
exerting adequate control, and random er-
rors were evenly distributed over this basic re-
sponse strategy. However, Silberberg and Wil-
liams argued, these random errors obscured
the evidence that such a strategy was, indeed,
being employed.

In an additional study of the relation be-
tween local processes and matching, Silber-
berg and Ziriax (1982) explicitly examined
interchangeover times, defined as the time
intervals between the first response to one
schedule and the first response to the alter-
native. Their findings, along with similar find-
ings by Hinson and Staddon (1983), suggest
that the probability of a changeover increased
as time allocated to a given schedule in-
creased: ‘‘Times allocated to a schedule are
controlled by their local likelihood of rein-
forcement, and that this correspondence
might define the molecular basis of choice’’
(p. 150). These findings are also in keeping
with an approach emphasizing local process-
es.

One important additional technique re-
mains to be mentioned in conjunction with
sequential analyses of choice responding.
This technique is linked with studies that
have shown that the locus of a prior response
can be discriminative for a current response
(e.g., Weisman, Dodd, Wasserman, & Larew,
1980), and that sequences of responses are
sensitive to reinforcement probabilities (e.g.,
Fetterman & Stubbs, 1982). The technique in
question involves manipulating the duration
of the ITI in a discrete-trial choice procedure.
The rationale is that if an explanation in
terms of local processes is essentially correct,
then as the ITI increases, the locus, and pos-
sibly the outcome, of prior responses will be
less likely to be discriminative for the current
response. If so, then perhaps the overall dis-
tribution of choice responses and certainly
the changeover functions with short ITIs
should differ from those with long ITIs.

In fact, Silberberg and Williams (1974)
used just this procedure. They trained pi-
geons on a discrete-trial probability learning
procedure in which responses to either of two
keys incremented the probability that the first
changeover response to the other key would
be reinforced. Responses on one of the keys
incremented this probability faster than re-
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sponses on the other. Changeover responses
provided the only opportunity for reinforce-
ment, but also reset the probability of rein-
forcement for continued responding on a key
to zero. A parallel to responding on concur-
rent VI VI schedules may be seen: As time is
spent responding on one VI schedule, the
probability of reinforcement on other sched-
ule, and consequently the probability of re-
inforcement for changing over, increases ac-
cordingly. Each of three pairs of birds
received ITIs of different duration: 1, 22, or
120 s. Silberberg and Williams argued that if
momentary maximizing was the strategy em-
ployed in all choice responding, which under
most conditions leads to matching, then this
procedure should produce a response pat-
tern of alternating between keys. They did
find an increasing tendency toward alterna-
tion between keys, but with longer ITIs more
sessions were required for this pattern to de-
velop. The subjects exposed to 1-s ITIs began
to alternate between keys within 20 sessions.
The subjects exposed to 22-s ITIs initially
tended toward matching, then subsequently
developed a tendency to alternate responses.
For the 120-s ITI condition, subjects initially
responded exclusively to one key or the oth-
er. These subjects eventually matched after
further exposure to the schedule, but after
100 sessions these subjects only developed a
minor tendency to alternate responses be-
tween alternatives. Silberberg and Williams
concluded that the subjects exposed to the 1-s
ITIs unambiguously demonstrated ‘‘that mo-
mentary maximizing was the concurrent re-
sponse rule defining their choice allocations’’
(p. 320). Subjects exposed to longer ITIs, as
in Nevin’s (1969) study, did not as clearly
demonstrate a response pattern based upon
momentary maximizing. In such cases mo-
mentary maximizing might still motivate
choice, but the loci of the last few responses
exert control only infrequently.

More recently, Williams (1983, 1991, 1992)
manipulated ITI duration to further study
how longer ITIs affected discrete-trial choice
responding. Williams (1983, 1991) trained
subjects (pigeons in the first study, rats in the
second) on a discrete-trial probability learn-
ing procedure in which the local contingen-
cies of reinforcement differentially rein-
forced a win-stay, lose-shift response pattern.
He found that the win-stay portion was

learned earlier, and prevailed under longer
ITIs, than the lose-shift pattern. He also not-
ed that the local reinforcement contingencies
were discriminated poorly with longer ITIs.
Overall, he suggested that choice was deter-
mined by both molar and local contingen-
cies.

Williams (1992) then followed up the ear-
lier studies by training rats on a discrete-trial
version of a concurrent VI VR schedule with
both short (5-s) and long (30-s) ITIs. He
found that the pattern of choice was strongly
affected by ITI duration. With the 5-s ITI he
found evidence of both a bias in favor of the
VR alternative and some discrimination of lo-
cal contingencies of reinforcement, as re-
vealed in an increasing probability to choose
the VI alternative as a function of the number
of trials since the last VI choice (his Figure
4). With the 30-s ITI, he found less bias and
no discriminative effect of the locus of the
response on the preceding trial. Thus, both
the bias and discrimination of the local con-
tingencies depended on trial-by-trial dynam-
ics that did not operate with longer ITIs. As
in his earlier research, Williams concluded
that the two sources of control are indepen-
dent; that is, neither is reducible to the other.
He interpreted matching as the result of the
interaction between both long-term molar
processes and short-term local processes.
When placed in competition, short-term mo-
lecular processes will prove the stronger of
the two, but longer term molar processes will
still be evident.

Taken together, then, the results of past ex-
perimental analyses of changeover patterns
are mixed. Some studies have found that as
the time allocated to an alternative increases,
changeover probability fails to increase, re-
maining constant (Heyman, 1979) or perhaps
even decreasing slightly (Nevin, 1969, 1979).
Other choice studies have found that as the
time allocated to an alternative increases,
changeover probability does increase (Shimp,
1966; Silberberg et al., 1978; see also Hinson
& Staddon, 1983). In addition, the data from
manipulations of ITI duration on discrete-tri-
al choice procedures suggest that local pro-
cesses do operate (Williams, 1992; see also
Mohr, 1976), but further research using this
technique seems warranted, particularly be-
cause Shimp’s (1966) interpretation of the re-
lation between local and molar processes
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(i.e., that molar processes are entirely reduc-
ible to local processes) differs from Williams’
(1992) interpretation (i.e., that both local
and molar processes exist, and that molar
processes are not reducible to local).

The purpose of the present two experi-
ments was to examine choice in a discrete-
trial concurrent VI VI procedure with para-
metrically increasing ITIs. As in Silberberg
and Williams (1974) and Williams (1992), the
rationale for this manipulation was to deter-
mine whether lengthening the ITI would dis-
rupt any local control that existed. Experi-
ment 1 employed unequal concurrent VI VI
schedules, and Experiment 2 employed equal
concurrent VI VI schedules. In addition, in
each experiment, reinforcement was ar-
ranged according to both independent and
interdependent schedules. At issue was
whether the data from independent sched-
ules differed from those of interdependent
schedules. Interdependent schedules (e.g.,
Stubbs & Pliskoff, 1969) have sometimes
been controversial. Some critics have argued
that they actually bias the behavior by forcing
the subject to respond more to the alternative
schedule than it would without the arrange-
ment. If so, then changeover probabilities
should be higher with interdependent than
independent schedules.

The overall relation between response and
reinforcer distribution was examined with in-
dependent and interdependent schedules to
determine how the two measures would be
affected by the increases in ITI. The data
from Experiment 1, with unequal schedules,
were presumably more relevant to addressing
this issue than those from Experiment 2, with
equal schedules. For example, in Experiment
1 a possibility is that relative response rate
would tend toward .50 at the longer ITIs, be-
cause the long ITI would disrupt whatever or-
ganization existed, and behavior would sim-
ply revert to chance.

The changeover probability was examined
to determine whether the function relating
changeover probability to successive respons-
es changed systematically, both within a given
ITI and across the increasing ITIs. Data from
both experiments were relevant to addressing
this issue. As noted above, a focal concern
since at least the 1970s is whether the slope
of the changeover function is flat (i.e., zero)
or positive. For example, one possibility in

the present research, derived from molecular
theories, is that the slope of the function will
be positive at short ITIs and then will revert
to being flat with longer ITIs (e.g., Williams,
1992). This pattern should be evident with
both unequal and equal schedules. The short
ITIs allow control by the locus of the re-
sponse on the preceding trial, whereas the
longer ITIs disrupt the control, such that re-
sponding successively tends toward random-
ness, evidenced by a flat slope with a change-
over probability at chance values, or .50.
Finally, the changeover probabilities were an-
alyzed in two different ways. In the first way,
which is the standard way, the sequence of
responses was considered to begin with the
first response to a given schedule after a
changeover from the other schedule. The se-
quence was considered to end with the first
response to the other schedule. These analys-
es are designated as ‘‘overall.’’ In the second
way, which had not previously been exam-
ined, the sequence of responses was consid-
ered to begin with either (a) the first re-
sponse to a given schedule after a changeover
from the other schedule or (b) the first re-
sponse after a reinforcer on a schedule, even
if the response was on the same schedule as
the response that had produced the reinforc-
er. The sequence was considered to end with
either (a) the first response to the other
schedule or (b) the next reinforcer on the
same schedule. These analyses are designated
as ‘‘post,’’ as in postreinforcement. At issue
was whether a finer grained postreinforce-
ment level of analysis would yield different
data than an overall level of analysis, given
that the occurrence of a reinforcer is likely
to be a salient event for animals.

GENERAL METHOD

Subjects

Altogether, 12 pigeons served in the re-
search. Six pigeons (B-3547, B-647, B-616, B-
16, B-4625, and B-22) served in Experiment
1, and 6 pigeons (R-1, R-5, R-6, R-7, R-8, and
R-9) served in Experiment 2. The birds were
male, of mixed breeds and varying ages. The
birds in Experiment 1 were naive at the start
of the research, whereas those in Experiment
2 had 6 to 12 months of exposure to various
single-key VI schedules of reinforcement. The
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birds were maintained at approximately 80%
of their free-feeding body weights. The birds
were housed in individual cages, in a contin-
uously lighted room, with continuous access
to water. Sessions were conducted at approx-
imately the same time of day, 5 to 6 days per
week.

Apparatus

The two experiments used three three-key
experimental chambers for pigeons. The in-
terior dimensions of the chambers were ap-
proximately 28 cm (height) by 30 cm (width)
by 36 cm (depth). On the front wall of each
chamber were three circular response keys
(2.5 cm in diameter) and a rectangular open-
ing (5 cm by 6 cm) that provided access to
an elevated food hopper. The keys were
mounted 22 cm above the floor. The center
response key was centered on the wall, and
the two side keys were 11 cm to the left and
right of the center key. The keys required ap-
proximately 0.15 N to operate. The keys
could be illuminated from the rear with red,
green, or white lights by means of a standard
IEEE projector with 28-VDC lightbulbs (1820,
3 W). The rectangular opening to the food
hopper was also centered on the wall, 5 cm
above the floor. An Apple 2et computer, lo-
cated in an adjacent room, controlled exper-
imental events and recorded the data for
each chamber.

Procedure

The birds were first given any necessary
preliminary training. They were then trained
on the respective concurrent VI VI schedules
(in Experiment 1, concurrent VI 1 min VI 3
min; in Experiment 2, concurrent VI 1.5 min
VI 1.5 min) under a conventional free-oper-
ant procedure. Then they were trained on
the discrete-trial procedure.

In the current discrete-trial procedure, the
center key was the main response key. The
two side keys were changeover keys. At the
start of a session and during an ITI, all three
keys were dark. When a trial began, the cen-
ter key was white, one side key was red, and
the other was green. The locations of red and
green on the side keys were reversed every 10
trials within a session. Four consecutive re-
sponses to the red side key changed its color
to white, darkened the other side key, and
brought VI Schedule A into effect on the cen-

ter key, signified by a change in the color of
the center key from white to red. Analogous
events occurred after four consecutive re-
sponses to the green side key, except that VI
Schedule B came into effect. Further re-
sponding on the now white side key had no
consequence. If the interreinforcement inter-
val had not elapsed on the VI schedule that
was brought into effect, a single peck on the
colored center key resulted in the immediate
return to the ITI, as indicated by the three
dark keys. If the interreinforcement interval
had elapsed on the VI schedule that was
brought into effect, a single peck on the col-
ored center key produced 3-s access to the
illuminated food hopper. After the reinforce-
ment cycle, the ITI began, as indicated by the
three dark keys. All birds responded readily
in all conditions. Consequently, terminating
trials if the bird failed to respond within some
specified time interval did not prove to be
necessary (cf. Nevin, 1969). As noted below,
in Experiment 1, VI Schedule A (correlated
with a red key color) was VI 1 min, and VI
Schedule B (correlated with a green key col-
or) was VI 3 min. In Experiment 2, both
Schedules A and B were VI 1.5 min. All sched-
ules had 10 interreinforcement intervals, de-
rived from the equation of Catania and Reyn-
olds (1968, p. 381). The order of the intervals
differed in each session.

Experimental variables. The experiments em-
ployed four ITI durations, taken from prior
research as follows: 0 s (Shimp, 1966), 6 s
(Nevin, 1969), 22 s (Silberberg & Williams,
1974), and 120 s (Silberberg & Williams,
1974). These ITIs are also in keeping with the
5-s and 30-s ITIs employed by Williams
(1992). In addition, the concurrent VI VI
schedules were either independent or inter-
dependent. With independent schedules, a
schedule timed toward reinforcement at all
times during the procedure except when the
reinforcer was (a) available on the schedule
or (b) actually being presented. Thus, timing
toward reinforcement on one schedule was
independent of the availability of reinforce-
ment on the other. With interdependent
schedules, a schedule timed toward reinforce-
ment except when the reinforcer was (a)
available on the schedule, (b) actually being
presented, or (c) available on the other
schedule. Timing in this third case resumed
only after the reinforcer had been collected
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Table 1

The order of conditions and number of sessions for each
bird in Experiment 1. The order is shown before the
parentheses in each cell, and the number of sessions fol-
lows within the parentheses. The duration of the inter-
trial interval (ITI) is specified in seconds, and the sched-
ule type is either independent (ind) or interdependent
(int).

ITI and
schedule

type

Bird

B-3547 B-647 B-616 B-16 B-4625 B-22

0 s, ind 1 (14) 1 (10) 1 (14) 1 (18) 1 (20) 1 (16)
0 s, int 8 (10) 5 (13) 8 (11) 5 (19) 8 (9) 5 (13)
6 s, ind 3 (9) 2 (10) 4 (13) 6 (23) 3 (9) 8 (13)
6 s, int 5 (9) 6 (11) 2 (16) 4 (12) 6 (17) 7 (15)

22 s, ind 7 (11) 3 (11) 6 (18) 3 (9) 2 (16) 6 (11)
22 s, int 6 (12) 7 (12) 3 (9) 2 (10) 4 (9) 3 (9)

120 s, ind 4 (10) 4 (24) 5 (22) 7 (10) 7 (10) 2 (31)
120 s, int 2 (16) 8 (10) 7 (17) 8 (15) 5 (20) 4 (12)

on the other schedule (cf. Stubbs & Pliskoff,
1969). Overall, each experiment consisted of
eight conditions in a 4 3 2 (ITI duration 3
schedule type) design. Each bird was trained
first on the 0-s ITI independent schedule,
and then was trained on each of the remain-
ing seven conditions in a random order (ex-
cept for B-647 in Experiment 1, as noted in
Table 1).

Session length. A session was considered
complete if 40 reinforcers had been deliv-
ered. In the majority of sessions, 40 reinforc-
ers were delivered within 2 hr. If 40 reinforc-
ers were not obtained within 2 hr, for
example, with long ITIs and interdependent
schedules, sessions were terminated manually
after at least 15 reinforcers had been ob-
tained.

Stability criterion. A bird was exposed to a
particular experimental condition until its be-
havior satisfied a stability criterion. A mini-
mum of nine sessions on a given condition
was required. For the last nine sessions the
relative response rates when a given schedule
was in effect on the center key [respA/(respA

1 respB)] were calculated and averaged over
three blocks of three sessions each. If the
means of the three blocks did not evidence
either a monotonically increasing or decreas-
ing trend and the difference between highest
and lowest mean did not exceed .05, behavior
was considered stable. The bird was then
trained on the next experimental condition.
No upper limit on the number of sessions to

which a bird was exposed in a given condition
proved to be necessary.

Dependent measures. The overall numbers of
responses and reinforcers were recorded for
each schedule, as in standard concurrent-
schedule research. In addition, the sequences
of responses and reinforcers from the last
three sessions of each condition were pooled
and analyzed to determine the probability of
a changeover as a function of each response
in a sequence of successive responses, or run
length. Run length in the changeover data
was calculated in two ways: an overall level of
analysis and a postreinforcement level of
analysis. In each way, the probability of a
changeover was calculated for each response
on a run for run lengths of up to five re-
sponses, given that there were at least two in-
stances of a run consisting of the specified
number of responses. This criterion was oc-
casionally not met with runs of three, four, or
five responses on the interdependent sched-
ules in the postreinforcement analysis, as
shown in Tables 2 and 4. The rationale for
the limitation was that a meaningful analysis
should presumably be based on more than
just a single instance of responding.

EXPERIMENT 1:
CONCURRENT

VI 1 MIN VI 3 MIN

METHOD

Subjects and Procedure

Birds B-3547, B-647, B-616, B-16, B-4625,
and B-22 served as subjects.

As described above, a discrete-trial version
of a concurrent VI 1-min VI 3-min schedule
was employed. All subjects received each of
the four ITI conditions (0 s, 6 s, 22 s, 120 s)
combined with the two schedule types (in-
dependent and interdependent) to make a
total of eight conditions. The order of train-
ing for the birds in the eight conditions is
indicated in Table 1. Each subject was trained
first on the independent 0-s ITI condition,
followed by randomly ordered presentations
of the other seven conditions, except for B-
647, which was first trained on all four inde-
pendent conditions and then on all four in-
terdependent conditions in order of
increasing ITI duration.
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Table 2

Changeover probabilities for runs of up to five responses for each bird in Experiment 1. The
data include the duration of the ITI (in seconds), whether the schedules were independent
(ind) or interdependent (int), whether the level of analysis was based on runs calculated on
an overall basis or postreinforcement, the relative response and reinforcement rates (ex-
pressed in terms of the VI 1-min schedule), and the changeover probabilities. In Experiment
1, the A schedule is the VI 1-min schedule, and the B schedule is the VI 3-min schedule.

Bird ITI

Sched-
ule
type

Level of
analysis

Relative rate

Re-
spon-

ses

Rein-
force-
ment

Changeover probability

A → B

1 2 3 4 5

B → A

1 2 3 4 5

B-3547 0 s Ind Overall .82 .78 .26 .32 .27 .15 .21 .78 .81 .88
Ind Post .45 .20 .08 .06 .04 .48 .69
Int Overall .71 .75 .38 .46 .46 .35 .41 .96
Int Post .19 .54 .50 .58 .50 1.0

6 s Ind Overall .76 .75 .26 .22 .20 .17 .27 .77 .87 .25 0 .33
Ind Post .37 .31 .26 .22 .36 .57 .77 .33 0
Int Overall .75 .75 .25 .19 .24 .35 .36 .90 .94
Int Post .27 .28 .32 .38 .58 .87 .75

22 s Ind Overall .65 .70 .43 .29 .35 .18 .22 .70 .68 .75
Ind Post .41 .26 .26 .43 .17 .68 .73 0 0
Int Overall .79 .75 .23 .28 .26 .11 .32 .89 .78
Int Post .20 .14 .27 .28 .36 .93

120 s Ind Overall .66 .67 .39 .35 .18 .33 .17 .62 .82
Ind Post .37 .29 0 .70 .71
Int Overall .70 .75 .39 .32 .19 .19 .11 .67 .52 .67 .40 .83
Int Post .33 .21 .36 .13 .14 .77 .43

B-647 0 s Ind Overall .78 .77 .25 .28 .31 .39 .20 .83 .74 .67 .33 0
Ind Post .31 .22 .29 .23 .07 .41 .76 .25 0 0
Int Overall .70 .75 .35 .42 .41 .41 .30 .90
Int Post .44 .29 .27 .29 .20 .57

6 s Ind Overall .72 .76 .42 .24 .29 .22 .14 .68 .55 .29 .17 .10
Ind Post .39 .19 .11 .10 .12 .50 .47 .38 .25 0
Int Overall .67 .75 .47 .50 .32 .43 .30 .87 .79
Int Post .35 .47 .42 .17 .25 .63 .91

22 s Ind Overall .63 .72 .48 .36 .10 .32 .23 .48 .52 .44 .22 .57
Ind Post .41 .16 .10 .11 .08 .52 .38 .33 .50
Int Overall .73 .75 .35 .34 .30 .19 .27 .74 .75 .71
Int Post .34 .26 .25 .22 .15 .60 .83 .50

120 s Ind Overall .52 .58 .45 .39 .43 0 .25 .44 .33 .44 .44 .60
Ind Post .43 .32 .50 .32 .44 .33 0
Int Overall .69 .75 .39 .22 .50 .22 .14 .66 .62 .20 .50
Int Post .32 .25 .25 .20 .25 .53 .71 0 .50

B-616 0 s Ind Overall .69 .75 .37 .44 .36 .29 .22 .84 .80 .44 .40 .33
Ind Post .56 .41 .35 .23 .30 .43 .88
Int Overall .66 .75 .41 .56 .58 .27 .33 .95 .81 .33 .50
Int Post .35 .44 .46 .33 .14 .83 .80

6 s Ind Overall .64 .73 .46 .44 .49 .43 .50 .83 .78 .86
Ind Post .52 .43 .59 .29 .80 .52 .69 .80
Int Overall .76 .75 .19 .28 .28 .33 .43 .93 .82 .50
Int Post .20 .22 .31 .25 .33 .83

22 s Ind Overall .69 .71 .37 .42 .33 .30 .21 .78 .72
Ind Post .36 .30 .40 .29 .83 .83
Int Overall .75 .75 .33 .26 .18 .27 .26 .80 .83 .33 0 .5
Int Post .30 .25 .30 .20 .13 .83 .60 .50

120 s Ind Overall .55 .59 .49 .15 .29 .33 .25 .44 .32 .47 .50 .25
Ind Post .43 .22 .25 .39 .39 .56
Int Overall .69 .77 .35 .30 .30 .26 .29 .69 .64 .38 .20 .50
Int Post .31 .25 .20 .18 .56 .70 .56 .75
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Table 2

(Continued)

Bird ITI

Sched-
ule
type

Level of
analysis

Relative rate

Re-
spon-

ses

Rein-
force-
ment

Changeover probability

A → B

1 2 3 4 5

B → A

1 2 3 4 5

B-16 0 s Ind Overall .72 .75 .35 .37 .34 .25 .23 .82 .92
Ind Post .48 .22 .34 .44 .22 .43 .94
Int Overall .64 .75 .47 .58 .64 .42 .53 .90 .90 .5 .5
Int Post .34 .48 .70 .71 .50 .80 .83

6 s Ind Overall .68 .74 .39 .47 .44 .50 .50 .84 .86
Ind Post .18 .47 .59 .55 .60 .81 .83
Int Overall .74 .75 .28 .26 .28 .22 .21 .79 .74 .57 .67
Int Post .20 .20 .21 .21 .28 .70 .71

22 s Ind Overall .74 .75 .27 .32 .41 .26 .29 .77 .50 .67
Ind Post .25 .24 .34 .25 .33 .68 .40 .67
Int Overall .69 .75 .40 .38 .26 .35 .25 .64 .66 .64 .40
Int Post .33 .38 .24 .25 .33 .63 .82 0

120 s Ind Overall .67 .67 .38 .48 .29 .58 .60 .77 .83 .50
Ind Post .35 .48 .25 .71 .92
Int Overall .68 .75 .27 .30 .39 .16 .25 .58 .60 .40 0 .50
Int Post .26 .26 .27 .14 .33 .54 .73 .67

B-4625 0 s Ind Overall .67 .74 .50 .51 .42 .43 .35 .86 .85 .80
Ind Post .38 .43 .29 .31 .36 .77 .86
Int Overall .68 .75 .34 .50 .47 .44 .41 .93 .94
Int Post .27 .50 .57 .10 .13 .83

6 s Ind Overall .70 .74 .41 .37 .30 .30 .21 .80 .72 .71
Ind Post .50 .30 .30 .19 .27 .61 .75
Int Overall .68 .75 .37 .47 .49 .54 .63 .87 .81
Int Post .46 .42 .61 .71 0 .83 .80

22 s Ind Overall .55 .69 .59 .47 .40 .33 .13 .51 .56 .55 .56 .50
Ind Post .48 .30 .32 .36 .20 .53 .65 .50 .67
Int Overall .67 .75 .35 .39 .30 .56 .36 .72 .81 .33 .75
Int Post .44 .36 .37 .60 0 .70 .44 .50

120 s Ind Overall .63 .67 .51 .48 .36 0 .14 .70 .38 .63 0 .67
Ind Post .35 .23 .64 .36 .67
Int Overall .64 .75 .39 .30 .39 .29 .20 .69 .65 .17 .80
Int Post .30 .27 .23 .38 .20 .67 .50 .50

B-22 0 s Ind Overall .78 .75 .24 .42 .34 .18 .19 .87 .68 .55 .40 .33
Ind Post .36 .48 .26 .24 0 .57 .75 .67
Int Overall .68 .75 .55 .40 .44 .42 .43 .97
Int Post .33 .43 .38 .17 .29 .63

6 s Ind Overall .72 .74 .41 .38 .27 .38 .28 .83 .76 .83
Ind Post .41 .27 .23 .45 .18 .52 .87
Int Overall .74 .75 .32 .34 .31 .35 .20 .76 .75 .67 .33 .5
Int Post .44 .19 .21 .22 .15 .72

22 s Ind Overall .68 .71 .43 .39 .29 .30 .29 .74 .67 .86
Ind Post .31 .38 .15 .44 0 .69 .55
Int Overall .68 .75 .34 .33 .30 .35 .30 .63 .59 .87
Int Post .27 .27 .25 .33 .45 .73 .63

120 s Ind Overall .57 .62 .42 .32 .33 .30 .43 .45 .19 .47 .22 .57
Ind Post .31 .25 .33 .38 .25 .54
Int Overall .63 .73 .47 .38 .32 .35 .27 .58 .78 .86
Int Post .39 .36 .27 0 0 .55 .77
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Fig. 1. Average relative response and reinforcement rates in Experiment 1.

Fig. 2. Average changeover probabilities as a function of run length for independent schedules in Experiment 1.

RESULTS AND DISCUSSION

Figure 1 presents the average relative re-
sponse and reinforcement rates in Experi-
ment 1, taken from the data of individual sub-
jects in Table 2. These data are presented as
a function of ITI duration, and are expressed
in terms of the VI 1-min schedule. The left
panel of Figure 1 indicates that relative re-
sponse rate decreased from approximately
.75 toward .50 as the ITI increased from 0 s
to 120 s. Inspection of the data in Table 2
indicates that relative response rate de-
creased steadily for some subjects as a func-
tion of ITI, whereas it decreased more vari-
ably, with a large decrease between ITIs of 22
s and 120 s, for other subjects. In addition,

obtained relative reinforcement rate approx-
imated the scheduled rate of .75 with rela-
tively short ITIs of 0 and 6 s, and then de-
creased toward .50 with the longer ITIs of 22
and 120 s. Finally, the subjects exhibited some
degree of undermatching throughout, in
which relative response rate was lower than
obtained relative reinforcement rate, but
there was no systematic increase or decrease
in the magnitude of the undermatching as
the ITI increased. The data may legitimately
be called undermatching, rather than simply
bias, owing to the reversal of the position of
the keys during each session.

The right panel of Figure 1 indicates that
relative response rate remained relatively sta-
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Fig. 3. Average changeover probabilities as a function of run length for interdependent schedules in Experi-
ment 1.

ble at .75 for the interdependent schedules,
without showing any systematic decrease to-
ward .50 as ITI duration increased. This re-
sult may be contrasted with the decrease in
relative response rate toward .50 for the in-
dependent schedules. Obtained relative re-
inforcement rate for the interdependent
schedules remained approximately at .75. Fi-
nally, some degree of undermatching oc-
curred throughout, in that relative response
rate was lower than obtained relative rein-
forcement rate. However, there was no sys-
tematic increase or decrease in the magni-
tude of the undermatching as the ITI
increased.

Figure 2 presents the average changeover
probabilities in Experiment 1 for the four ITI
durations with independent schedules, again
taken from the data of individual subjects in
Table 2. The data are presented as a function
of runs up to five responses for both the over-
all and postreinforcement analyses. The data
in the upper panels indicate that the proba-
bility of changing over from VI 1 min to VI 3
min after one or two responses of a run was
generally below .50 and then decreased
slightly as run length increased. The data
from the postreinforcement level of analysis
do not differ systematically from those from
the overall level of analysis. The data in the
lower panels are more variable. The proba-
bility of a changeover early in the visit to the

VI 3-min schedule was higher, as would be
expected with the minority schedule, but
then it decreased noticeably for run lengths
of four and five for both overall and postrein-
forcement analyses.

In Figure 3, the data are generally consis-
tent with those of Figure 2, with the excep-
tion that the absolute probability of a change-
over was higher at the various runs of length
N. For example, this difference is apparent
when the lower right panel of Figure 2 is
compared with that of Figure 3.

Overall, with the occasional exceptions not-
ed, the average data of Experiment 1 suggest
some perseveration as run length and ITIs in-
creased, rather than either (a) a systematic
increase in changeover probability within any
ITI or (b) a slope that was initially positive
and then systematically approached zero with
longer ITIs. Inspection of the individual data
in Table 2 indicates considerable variability in
the various conditions of the experiment,
both within and between subjects. Although
the performance of the individual subjects is
not always reflected in the group average, Fig-
ures 2 and 3 and Table 2 nevertheless do not
suggest that the momentary probability of re-
inforcement exerted control over preference
at short ITIs, as would have been reflected in
an increasing changeover probability as a
function of run length.
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Table 3

The order of conditions and number of sessions for each
bird in Experiment 2. The order of the condition pre-
cedes the parentheses, and number of sessions follows
within the parentheses. The duration of the intertrial in-
terval (ITI) is specified in seconds, and the schedule type
is either independent (ind) or interdependent (int).

ITI and
schedule

type

Bird

R-1 R-5 R-6 R-7 R-8 R-9

0 s, ind 5 (9) 5 (9) 3 (9) 2 (9) 7 (10) 5 (26)
0 s, int 1 (14) 1 (11) 1 (15) 1 (12) 1 (11) 1 (10)
6 s, ind 7 (9) 2 (11) 2 (10) 7 (19) 8 (9) 7 (15)
6 s, int 2 (10) 8 (9) 6 (9) 3 (10) 6 (11) 6 (23)

22 s, ind 3 (12) 7 (10) 8 (9) 5 (9) 2 (11) 8 (11)
22 s, int 4 (11) 4 (19) 5 (10) 8 (10) 3 (11) 4 (10)

120 s, ind 2 (16) 3 (11) 4 (9) 4 (17) 4 (12) 3 (10)
120 s, int 8 (9) 6 (9) 7 (10) 6 (23) 5 (19) 2 (24)

EXPERIMENT 2:
CONCURRENT

VI 1.5 MIN VI 1.5 MIN

METHOD

Subjects and Procedure

Birds R-1, R-5, R-6, R-7, R-8, and R-9 served
as subjects.

As described above, a discrete-trial version
of concurrent VI 1.5 min VI 1.5 min was em-
ployed. The order of training for the birds in
the eight conditions is indicated in Table 3.

RESULTS AND DISCUSSION

The data from Experiment 2 are presented
in Table 4 and Figures 4, 5, and 6. The table,
figures, and general presentation of the re-
sults for Experiment 2 parallel those for Ex-
periment 1. To avoid confusion, one VI 1.5-
min schedule will be designated A, and the
other will be designated B. Table 4 presents
the schedule type (independent or interde-
pendent), level of analysis (overall or post-
reinforcement), relative response and rein-
forcement rates, and changeover data for
responses on runs of up to five responses at
each ITI duration for each bird, again with
the same limitation as in Experiment 1,
namely, that there had to be at least two runs
of the specified length for changeover data
to be included in the analysis. The change-
over data for R-5 with independent schedules
at the postreinforcement level of analysis
were inadvertently lost while copying a com-
puter file and are not available.

Figure 4 presents the average relative re-
sponse and reinforcement rates in Experi-
ment 2, taken from the data of individual sub-
jects in Table 4. The data are presented as a
function of ITI duration, and are expressed
in terms of the A schedule. The relative re-
sponse and reinforcement data are presented
here for completeness, even though they are
not critical to any particular theoretical ar-
gument. The schedules on each key were
identical and were not expected to generate
differential responding. Figure 4 indicates
that relative response rate approximated .50
at each ITI, as was expected. In addition, ob-
tained relative reinforcement rate approxi-
mated the scheduled rate of .50 at each ITI.
Finally, relative response rate matched ob-
tained relative reinforcement rate through-
out.

Figure 5 presents the average changeover
probabilities in Experiment 2 for the four ITI
durations with independent schedules, taken
from the data of individual subjects in Table
4. The data are presented for each response
on runs up to five responses on each sched-
ule for both the overall and postreinforce-
ment analyses. Figure 6 presents comparable
data when the schedules were interdepen-
dent. Recall that Experiment 2 was designed
to determine whether the data obtained
when equal scheduled relative reinforcement
rates were employed yielded different conclu-
sions about changeover patterns than did the
data obtained when unequal scheduled rela-
tive reinforcement rates were employed.

As in Figures 2 and 3 from Experiment 1,
the data in Figures 5 and 6 are generally quite
variable, but they do not indicate that the
changeover probability increased systemati-
cally within a given ITI, or even that it de-
creased systematically to a chance probability
of .50 as ITIs increased. On average, the ef-
fect that does seem to be present is that the
changeover probabilities after one and two
responses with 0-s and 6-s ITIs approximated
.75, whereas those after one and two respons-
es with 22-s and 120-s ITIs tended more to-
ward .50. Changeover probabilities after
three, four, and five responses with all ITIs
tended to be variable, but were closer to .50.
In addition, the range of changeover proba-
bilities at each run length tended to be great-
er with independent schedules than with in-
terdependent schedules. With regard to
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trends within an ITI, if anything, the average
changeover probabilities in all conditions
were often lower rather than higher after
four or five responses to a given schedule,
suggesting perseveration rather than a gen-
eral pattern of maximizing based on the mo-
mentary probability of reinforcement. Over-
all, the changeover patterns of Experiment 2,
with equal scheduled relative reinforcement
rates, are in keeping with those of Experi-
ment 1, with unequal scheduled relative re-
inforcement rates, and show no systematic ev-
idence that a local variable such as
momentary probability of reinforcement con-
trolled the location of responding.

GENERAL DISCUSSION

These two experiments examined the ef-
fects on choice of parametrically increasing
the ITI in a discrete-trial concurrent VI VI
procedure. At issue was whether longer ITIs
would disrupt any control exerted by local
contingencies, measured with respect to over-
all response distributions and changeover
patterns. Behavior was examined when the
scheduled relative reinforcement rates were
unequal as well as equal, and with indepen-
dent as well as interdependent schedules. In
addition, changeover patterns were analyzed
at an overall level as well as beginning im-
mediately after reinforcement.

As shown in Figure 1, the choice data in
Experiment 1 for independent schedules in-
dicated that although there was a slight but
constant degree of undermatching through-
out, relative response and obtained relative
reinforcement rates decreased from .75 at
short ITIs toward .50 with longer ITIs. For
interdependent schedules in Experiment 1,
the relative reinforcement rate was fixed at
.75, and relative response rate remained clos-
er to .75 than for independent schedules
across the full range of ITIs.

At issue is why the relative response rate
tended toward .50 as ITI increased with in-
dependent but not interdependent sched-
ules. If the locus of the last response exerts
discriminative control, and if lengthening the
time since the last response can ordinarily be
expected to reduce that control, one might
expect responding to drift toward .50 just as
much with interdependent as with indepen-
dent schedules, because the same period of

time was interposed between successive re-
sponses on each schedule type.

The answer presumably lies in an analysis
of the way that relative reinforcement prob-
ability changed as the ITI increased with in-
dependent but not interdependent sched-
ules. For simplicity, a constant-probability
aperiodic schedule may be defined in the
technical terms of a random-interval sched-
ule, and the conventions of Millenson (1963;
see also the discussion in Catania & Reynolds,
1968, Appendix II) are employed below to
analyze the temporal dynamics of the sched-
ules. These schedules consist of two parame-
ters: a time period (Dt) after which reinforce-
ment is made available according to a
specified probability (p). The mean interrein-
forcement interval of the schedule is then giv-
en by Dt/p. For example, a VI 1-min schedule
might be described as having a Dt of 3 s and
a probability of .05: 3 s/.05 5 60 s. Similarly,
a VI 3-min schedule might be described as
also having a Dt of 3 s and a probability of
.017: 3 s/.017 5 180 s.

The formula for computing the probability
that reinforcement has become available
when several Dt periods have passed without
a response on the schedule, as they would
during an ITI, is derived from the binomial
theorem: P 5 1 2 qn. In this formula, P is the
probability that reinforcement is available, q
is 1 minus the probability of reinforcement
after the Dt period on the schedule, and n is
the number of Dt periods that have passed
without a response on the schedule (e.g., dur-
ing the ITI).

Solving this formula for the various ITIs in
Experiment 1 with the independent sched-
ules indicates that as the duration of the ITIs
increased, the probability of reinforcement
also increased on each schedule, such that
with long ITIs the probability was high that
reinforcement was available for a response to
either schedule. Thus, the effective relative
rate of reinforcement on independent sched-
ules decreased from .75 toward .50 as ITI in-
creased. In contrast, with interdependent
schedules, the effective relative rate of rein-
forcement remained at approximately .75 re-
gardless of the length of the ITI. With both
schedule types, then, it can be said that
choice responding conformed to the proba-
bility of reinforcement that actually influ-
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Table 4

Changeover probabilities for runs of up to five responses for each bird in Experiment 2. The
data in this table include the duration of the ITI (in seconds), whether the schedules were
independent (ind) or interdependent (int), whether the level of analysis was based on runs
calculated on an overall basis or postreinforcement, the relative response and reinforcement
rates (expressed in terms of the A schedule), and the changeover probabilities. In Experiment
2, the A schedule is one VI 1.5-min schedule, and the B schedule is the other VI 1.5-min
schedule.

Bird ITI

Sched-
ule
type

Level of
analysis

Relative rate

Re-
spon-

ses

Rein-
force-
ment

Changeover probability

A → B

1 2 3 4 5

B → A

1 2 3 4 5

R-1 0 s Ind Overall .52 .50 .85 .91 .90 .94 .96
Ind Post .41 .83 .67 .90 .50
Int Overall .53 .50 .73 .61 .64 .53 .55 .81 .69 .48 .56 .57
Int Post .13 .65 .88 .50 .90 .83

6 s Ind Overall .50 .49 .66 .79 .71 .80 .69 .76 .67 .17 .80
Ind Post .58 .92 .66 .86 .67
Int Overall .50 .50 .70 .69 .81 .25 .33 .52 .63 .63 .53 .57
Int Post .80 .83 .30 .60 .53 .50

22 s Ind Overall .51 .51 .48 .47 .52 .36 .14 .57 .47 .32 .62 .20
Ind Post .54 .46 .38 .50 .53 .67 .50 .50
Int Overall .48 .50 .56 .47 .55 .54 .50 .53 .57 .64 .33 .17
Int Post .49 .47 .54 .42 .66 .75

120 s Ind Overall .53 .53 .44 .46 .67 .60 .59 .57 .33 .33 .50
Ind Post .50 .45 .51 .57 .33
Int Overall .47 .50 .51 .52 .50 .70 .67 .49 .47 .48 .42 .57
Int Post .50 .61 .75 .50 .45 .47 .78 0 .50

R-5 0 s Ind Overall .53 .50 .80 .76 .44 .20 .50 .86 .88
Ind Post
Int Overall .57 .51 .72 .67 .51 .53 .38 .81 .68 .64 .50 .50
Int Post .79 .38 0 0 .25 .66 .70 .83

6 s Ind Overall .50 .49 .51 .63 .69 .67 .33 .52 .59 .66 .73 .67
Ind Post .66 .65 .50 .38 .51 .79
Int Overall .49 .50 .63 .58 .60 .75 .67 .56 .67 .64 .30 .71
Int Post .56 .35 .56 .67 .50 .48 .65 .50 .50 .50

22 s Ind Overall .53 .52 .54 .49 .47 .30 .14 .64 .45 .56 .14 .17
Ind Post .48 .39 .17 .50 .50 .56 .40 .46 .25 .33
Int Overall .52 .50 .46 .62 .72 .86 .57 .65 .56 .63
Int Post .45 .66 .78 .54 .67 .50 .67

120 s Ind Overall .45 .47 .57 .42 .36 .28 .60 .45 .33 .31 .64 .50
Ind Post .47 .48 .50 .45 .33 .33
Int Overall .50 .50 .54 .36 .48 .36 .58 .44 .27 .38 .70
Int Post .59 .57 .29 .20 .25 .50 .37 .30 .57 .67

R-6 0 s Ind Overall .47 .50 .84 .87 .75 .50 .80 .64 .45 .63 .33
Ind Post .81 .91 .62 .87 .67
Int Overall .42 .50 .84 .59 .38 .30 .29 .76 .71 .18 .21 .09
Int Post .71 .53 .29 .50 0 .33 .64 .15 .09 .13

6 s Ind Overall .44 .46 .55 .65 .63 .44 .20 .49 .49 .32 .37 .47
Ind Post .42 .72 .44 .60 .50 .42 .57 .29 .56 .25
Int Overall .50 .50 .86 .85 .71 .86 .85 .71
Int Post .72 .82 .33 .66 .80 .67

22 s Ind Overall .48 .48 .48 .32 .52 .09 .40 .54 .33 .15 .06 .31
Ind Post .44 .31 .32 0 .38 .48 .19 .19 .14 .14
Int Overall .50 .50 .46 .54 .46 .27 .36 .46 .49 .58 .23 .20
Int Post .61 .57 .46 .40 .50 .48 .29 .38 .22 0

120 s Ind Overall .48 .48 .54 .48 .36 .29 .40 .47 .38 .40 .11 .50
Ind Post .54 .31 .20 .48 .31 .28
Int Overall .51 .50 .48 .45 .38 .40 .33 .49 .35 .54 .54 .50
Int Post .46 .41 .38 .40 .33 .52 .34 .50
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Table 4

(Continued)

Bird ITI

Sched-
ule
type

Level of
analysis

Relative rate

Re-
spon-

ses

Rein-
force-
ment

Changeover probability

A → B

1 2 3 4 5

B → A

1 2 3 4 5

R-7 0 s Ind Overall .53 .51 .62 .72 .63 .42 .36 .70 .75 .70 .64 .50
Ind Post .31 .88 .40 .67 .67 .95
Int Overall .55 .50 .66 .62 .62 .56 .82 .78 .80 .87 .67
Int Post .18 .86 .71 .50 .66 .95

6 s Ind Overall .48 .51 .66 .57 .57 .50 .80 .56 .67 .39 .50 .71
Ind Post .54 .52 .50 .80 .47 .67 .56 .33 .50
Int Overall .49 .50 .75 .65 .35 .62 .74 .55 .67 .50 .25
Int Post .60 .75 .83 .63 .73 .67

22 s Ind Overall .56 .52 .41 .55 .38 .23 .40 .59 .48 .47 .44 .40
Ind Post .39 .40 .35 .13 .50 .57 .52 .52 .33 .50
Int Overall .56 .52 .40 .29 .20 .32 .37 .47 .48 .43 .23 .50
Int Post .44 .24 .33 .13 .14 .36 .53 .38 .57 .0

120 s Ind Overall .61 .57 .41 .33 .39 .18 .67 .67 .47 .63 .33
Ind Post .40 .36 .50 .65 .47
Int Overall .54 .49 .43 .49 .27 .44 .56 .56 .48 .24 .38 .88
Int Post .51 .35 .27 .57 .67 .58 .39 .43 .67

R-8 0 s Ind Overall .52 .50 .89 .87 .90 .95 .97
Ind Post .71 .67 .95
Int Overall .54 .50 .75 .80 .81 .50 .0 .89 .99
Int Post .40 .94 .68

6 s Ind Overall .51 .50 .77 .78 .69 .50 .50 .83 .70 .77 0 .67
Ind Post .46 .88 .50 .65 .81
Int Overall .53 .50 .53 .44 .47 .46 .46 .55 .54 .42 .33 .29
Int Post .37 .53 .31 .44 .40 .53 .56 .40 .60 0

22 s Ind Overall .32 .33 .54 .58 .20 .38 .60 .40 .48 .50 .25 .33
Ind Post .49 .40 .33 0 .67 .38 .36 .43 .33 .33
Int Overall .55 .50 .42 .63 .52 .23 .40 .54 .68 .55 .50 .50
Int Post .35 .64 .67 0 0 .56 .81 .80

120 s Ind Overall .54 .54 .45 .35 .07 .36 .44 .56 .42 .09 .40 .33
Ind Post .41 .39 0 .45 .43 .29
Int Overall .52 .50 .54 .36 .30 .31 .09 .51 .41 .48 .33 .63
Int Post .54 .22 .22 .57 .33 .60 .46 .17 .60 .50

R-9 0 s Ind Overall .48 .51 .90 .95 .50 .84 .83 .75
Ind Post .70 .61 .91 .50 .71
Int Overall .48 .50 .80 .74 .64 .38 .80 .72 .74 .39 .63 .71
Int Post .54 .77 .40 .67 .52 .83 .40 .67

6 s Ind Overall .54 .51 .72 .64 .78 .40 1.0 .82 .78 .89
Ind Post .70 .76 .75 .69 .89
Int Overall .52 .50 .71 .65 .57 .30 .71 .73 .79 .77 .33 .50
Int Post .63 .71 .60 .50 .61 .87 .33 .50

22 s Ind Overall .51 .51 .55 .39 .45 .42 .29 .51 .53 .47 .20 .63
Ind Post .54 .46 .50 .40 .50 .53 .48 .52 .50
Int Overall .48 .50 .58 .47 .35 .24 .54 .57 .47 .54 .17 1.0
Int Post .53 .50 .25 .22 .57 .61 .30 .50 .17 0

120 s Ind Overall .55 .54 .34 .52 .54 .17 .20 .54 .42 .45 0 .67
Ind Post .42 .35 .67 .47 .28 1.0
Int Overall .46 .50 .46 .51 .57 .67 .41 .38 .55 .46 .71
Int Post .45 .52 .50 .80 .44 .39 .46 .57 .67

enced the animals, rather than the mean in-
terreinforcement interval on each schedule.

The accompanying question is why didn’t
lengthening the ITIs disrupt the control of
sequences of responding, as revealed in the

changeover probabilities? Perhaps the answer
lies in certain details of the discrete-trial pro-
cedure itself. Silberberg and Williams (1974)
suggested that the lights-off/lights-on se-
quence of the discrete-trial procedure may
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Fig. 4. Average relative response and reinforcement rates in Experiment 2.

Fig. 5. Average changeover probabilities as a function of run length for independent schedules in Experiment 2.

have maximized the salience of certain envi-
ronmental circumstances, particularly the
transition from (a) the absence of reinforce-
ment associated with dark keys to (b) the
presence of reinforcement associated with
lighted keys. One possibility is that such a se-
quence of events interferes with discrimina-
tion of the local reinforcement contingen-
cies. The implication is that the variables that
affect choice in discrete-trial procedures dif-
fer from those that affect choice in free-op-
erant procedures. Although Williams (1992)
considered but then discounted this possibil-
ity, he did emphasize the relatively poor dis-
crimination of local reinforcement probabil-
ities in his research. The interference may be
the reason for the poor discrimination. In
any case, if this possibility is extended a bit

further, the dynamics of the discrete-trial pro-
cedure may actually have more in common
with the concurrent-chains procedure than
the simple concurrents procedure. Each has
a discriminable period in which reinforce-
ment is not available (concurrent chains: ini-
tial links; discrete trials: ITI), followed by
transition to a discriminable period in which
reinforcement is available (concurrent
chains: terminal links; discrete trials: during
a trial). Perhaps the sequential dependencies
proposed by molecular theories may not de-
velop in a discrete-trial procedure because of
these repeated transitions, whereas they may
well develop on free-operant concurrent VI
VI. Thus, it may be that the discrete-trial pro-
cedure and the free-operant procedure are in
some sense fundamentally different. In this
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Fig. 6. Average changeover probabilities as a function of run length for interdependent schedules in Experi-
ment 2.

regard, response-based schedules, such as the
probability learning studies mentioned earli-
er (e.g., Silberberg & Williams, 1974; Wil-
liams, 1992), may be better to use than time-
based schedules in discrete-trial manipulations
because the response-based schedules do not
involve the same kind of shift in absolute and
relative reinforcement probabilities across
time that occurs with time-based schedules.

A further consideration is that discrimina-
tion of the locus of the prior response in a
two-response situation may be subtle. Roberts
(1972) has shown that increasing the re-
sponse requirement, say from 1 to 5 to 15
responses, will increase accuracy in a delayed
conditional discrimination procedure, pre-
sumably because the increased response re-
quirement increases discriminative control by
relevant features of the task. It is conceivable
that the present discrete-trial procedure,
which required four responses to initiate ac-
cess to a schedule and then one response on
the schedule itself, acted similarly and pro-
moted control by the overall reinforcement
rate, at the expense of local factors. Thus, not
only might discrete-trial choice procedures
function differently from free-operant choice
procedures, but the present version of a dis-
crete-trial procedure may function differently
from the conventional version of a discrete-
trial procedure, such as Nevin’s (1969), be-
cause of the added response requirements.

Three further findings are of interest. The

first is that the perseveration noted in both
experiments (see changeover functions with
slightly negative slopes in Figures 2, 3, 5, and
6) can be construed as a kind of local control.
In this kind of control, the locus of the re-
sponse on trial N exerts discriminative con-
trol on trial N 1 1, such that the subject se-
lects the same key again, without apparent
regard for either the local or overall proba-
bility of reinforcement. Perhaps this kind of
local control arises from phylogenic consid-
erations rather than from reinforcement pa-
rameters experienced during the experimen-
tal sessions. In any event, this kind of local
control was in evidence, even when one re-
sponse was separated from the next by an ITI
of 120 s.

The second finding of interest is that the
choice and changeover data tended to be
much the same on interdependent as on in-
dependent schedules. This finding should
put to rest experimenters’ concerns that the
interdependent procedure forces a subject to
do what it would not otherwise do. Although
the data were variable, the conservative con-
clusion is that there is no evidence that the
interdependent schedules biased the re-
sponding in any way.

The third finding of interest is that the
changeover data tended to be much the same
on a postreinforcement analysis as on an
overall level of analysis. A particular finding
in this regard is that subjects were about as
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likely to stay as switch after reinforcement. As
noted in the General Method section above,
the present VI schedules were based on the
Catania and Reynolds (1968) equation.
Schedules of this sort are often designated as
constant probability schedules. Unlike an arith-
metic or geometric schedule, in which rein-
forcement availability changes across time, a
constant probability schedule means that, giv-
en relatively consistent responding, reinforce-
ment is just as likely to be gained a few sec-
onds as many seconds after the last
reinforcement. Indeed, Catania and Reynolds
observed differential responding as a func-
tion of the passage of time with arithmetic
schedules but not with constant probability
schedules. In the present research, then, the
time immediately after a reinforcer was not
temporally discriminated as a time when re-
inforcement was unavailable, as would be ev-
idenced by a higher probability of postrein-
forcement switching. In addition, the birds
did not exhibit a win-stay pattern and repeat
the just-reinforced response, as would be ev-
idenced by a lower probability of postrein-
forcement switching (cf. Williams, 1992). To
be certain, there were instances of persever-
ation, but they were not part of a win-stay pat-
tern.

In conclusion, these two experiments in-
vestigated the distribution and dynamics of
responding on discrete-trial concurrent VI VI
procedures with increasing ITIs. Changeover
probabilities on runs of up to five responses
run were mixed, with no evidence of any sys-
tematically increasing changeover probability
at any ITI or a trend toward chance respond-
ing as the duration of ITIs increased. Overall,
the present changeover data were not consis-
tent with the most frequently expressed pre-
dictions based on discriminations of the local
probability of reinforcement.
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